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Breve Revisão de 
Conceitos de Redes
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Link Layer 5-3

Addressing: routing to another LAN

IP

Eth

Phy

IP src: 111.111.111.111

IP dest: 222.222.222.222

 A creates IP datagram with IP source A, destination B 

 A creates link-layer frame with R's MAC address as dest, frame 
contains A-to-B IP datagram

MAC src: 74-29-9C-E8-FF-55

MAC dest: E6-E9-00-17-BB-4B



Virtual Local Area network (VLAN)

VLAN 2
VLAN 1

VLAN 3

router

switch

switchswitch

switch

 IEEE 802.1Q 

 Logical connection

 tagged frame vs. untagged frame

 Can be associated to port, MAC address, IP-
subnet, protocol, application

http://www.ieee802.org/1/pages/802.1Q.html
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Self-learning, forwarding: example

A A’

Source: A

Dest: A’

MAC addr   interface    TTL

switch table 

(initially empty)
A 1 60

A A’A A’A A’A A’A A’

• frame destination, A’, 
location unknown:flood

A’ A

 destination A location 

known:

A’ 4 60

selectively 
send 

on just one link

6-5Link Layer and LANs



Interconnecting switches

self-learning switches can be connected together:

Q: sending from A to G - how does S1 know to 
forward frame destined to G via S4 and S3?

 A: self learning! (works exactly the same as in 
single-switch case!)
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Switches vs. routers

both are store-and-forward: 

 routers: network-layer 
devices (examine 
network-layer headers)

 switches: link-layer 
devices (examine link-
layer headers)

both have forwarding 
tables:

 routers: compute tables 
using routing algorithms, 
IP addresses

 switches: learn forwarding 
table using flooding, 
learning, MAC addresses 

application

transport

network

link

physical

network

link

physical

link

physical

switch

datagram

application

transport

network

link

physical

frame

frame

frame

datagram
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Data center networks 

• 10’s to 100’s of thousands of hosts, often closely coupled, in close proximity:
• e-business (e.g. Amazon)

• content-servers (e.g., YouTube, Akamai, Apple, Microsoft)

• search engines, data mining (e.g., Google)

 challenges:
 multiple applications, each 

serving massive numbers 
of clients 

 managing/balancing load, 
avoiding processing, 
networking, data 
bottlenecks  

Inside a 40-ft Microsoft container, 

Chicago data center

6-8Link Layer and LANs



Server racks

TOR switches

Tier-1 switches

Tier-2 switches

Load 
balancer

Load 
balancer

B

1 2 3 4 5 6 7 8

A C

Border router

Access router

Data center networks 

load balancer: application-layer 

routing
 receives external client requests

 directs workload within data center

 returns results to external client (hiding 

data center internals from client)

6-9Link Layer and LANs

Internet



Server racks

TOR switches

Tier-1 switches

Tier-2 switches

1 2 3 4 5 6 7 8

Data center networks 

 rich interconnection among switches, racks:

• increased throughput between racks (multiple routing 

paths possible)

• increased reliability via redundancy

6-10Link Layer and LANs



Virtualização    
Motivação















Um exemplo no IC 
IoT Virtualizada



Um exemplo local







Radio over Fiber for IoT Environment Monitoring

FUTEBOL 
Federated Union of Telecommunications 
Research 

Facilities for an EU-Brazil Open Laboratory

UNICAMP and UFRGS



DEMO Setup

● Geographical distribution

23



DEMO Setup

● Specific experimental setup for extended-coverage architecture
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Virtualization

“Virtualization means to create a virtual version of a device or 
resource, such as a server, storage device, network or even an 
operating system where the framework divides the resource 
into one or more execution environments. Devices, 
applications and human users are able to interact with the 
virtual resource as if it were a real single logical resource.”
http://www.webopedia.com/TERM/V/virtualization.html

http://www.webopedia.com/TERM/V/virtual.html
http://www.webopedia.com/TERM/D/device.html
http://www.webopedia.com/TERM/S/server.html
http://www.webopedia.com/TERM/S/storage_device.html
http://www.webopedia.com/TERM/N/network.html
http://www.webopedia.com/TERM/O/operating_system.html
http://www.webopedia.com/TERM/E/execute.html
http://www.webopedia.com/TERM/L/logical.html


Virtualization - Features

• Sharing of resources

• Isolation

• Agregation



Virtualization - advantages

• Fast deployment
• Scalability
• Load consolidation
• Flexibility
• Mobility
• Green





Classic Data Center (CDC)

Virtualize Compute

Virtualize Storage

Virtualize Network

Virtualized Data Center (VDC)



Virtual Machine Hardware

Floppy controller 
and floppy drives

Virtual Machine

VM chipset with one 
or more CPUs SCSI controllers

Network adapters
(NIC and HBA)

Graphic card

RAM

IDE controllers

Parallel
port

Serial/Com
ports

USB controller 
and USB devices

Mouse

Keyboard

Copyright EMC Corporation 



Virtual Machines x Containers
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Network Virtualization





Networking

http://www.docstoc.com/docs/88675018/Edge-Virtual-Bridging





Multitenancy

Multitenancy is the fundamental technology that clouds use
to share IT resources cost-efficiently and securely. Just like
in an apartment building in which many tenants cost-
efficiently share the common infrastructure of the building
but have walls and doors that give them privacy from other
tenants - a cloud uses multitenancy technology to share IT
resources securely among multiple applications and tenants
(businesses, organizations) that use the cloud.

http://s3.amazonaws.com/dfc-wiki/en/images/8/8b/Forcedotcom-multitenant-architecture-wp-2012-12.pdf



Network Virtualization techniques

Technique

NIC SR-IOV, MR-IOV

Switch VEB, VEPA, VSS, VBE, DVS, FEX

L2 Link VLAN

L2 network using L2 VLAN

L2 network using L3 NVO3, VXLAN, NVGRE, STT, TRILL, LISP

Router VRF, VRRP

L3 network using L3 MPLS, GRE, IPSec



NIC Virtualization



SR-IOV

• Single Root IOV 

• SR-IOV is a specification that allows a PCIe device to appear to 
be multiple separate physical PCIe devices.

• With SR-IOV, a card that's SR-IOV-capable has the intelligence 
to manage the virtual connections so the hypervisor doesn't have 
to, which means you get a few cycles back in your CPU for other 
things because it's now offloaded to the card.





Link Virtualization



Link Aggregation Control Protocol

• IEEE 802.3ad 

• Link Aggregation Control Protocol (LACP) provides a method 
to control the bundling of several physical ports together to 
form a single logical channel. LACP allows a network device 
to negotiate an automatic bundling of links by sending LACP 
packets to the peer (directly connected device that also 
implements LACP)

http://en.wikipedia.org/wiki/Computer_port_(hardware)


Network Virtualization using Generic 
Routing Encapsulation (NVGRE)



Switch Virtualization



vSwitch

• Allows multiple virtual machine to be connected to a physical
NIC. 

• The vNICs of VMs are connected to a vSwitch

• Hypervisor creates multiplex vNICs, pNIC is controlled by
the Hypervisor



Open vSwitch

• “Open vSwitch is a production quality, multilayer virtual 
switch licensed under the open source Apache 2.0
license. It is designed to enable massive network 
automation through programmatic extension, while still 
supporting standard management interfaces and protocols 
(e.g. NetFlow, sFlow, IPFIX, RSPAN, CLI, LACP, 
802.1ag). In addition, it is designed to support distribution 
across multiple physical servers.”

http://openvswitch.org/

http://www.apache.org/licenses/LICENSE-2.0.html


Virtual Ethernet Bridge (VEB)

• IEEE 802.1Qbg-2012 standard for vSwitch

• Emulates 802.1 bridges, 

• switch internally

• Either in hypervisor or NIC

• Works with all bridges

• Limited bridge visibility

• No changes, legacy solution





VM Lifecycle

H. Shah, “Management Standards for Edge Virtual Bridging (EVB) and Network Port Profiles,” Nov 2010,
http://www.ieee802.org/1/files/public/docs2011/bg-shah-dmtf-evbportprofile-overview-0311.pdf



Network Port Profile

• Set of atributes that can be applied to one or more virtual machine

H. Shah, “Management Standards for Edge Virtual Bridging (EVB) and Network Port Profiles,” Nov 2010,
http://www.ieee802.org/1/files/public/docs2011/bg-shah-dmtf-evbportprofile-overview-0311.pdf



Recent Netwok
Virtualization Techniques



OpenFlow



The Stanford Clean Slate Program http://cleanslate.stanford.edu

Controller

OpenFlow Switch

Flow
Table

Secure
Channel

PC

hw

sw

OpenFlow Switch specification

OpenFlow Switching



Flowvisor Virtualization



Google WAN 



ElasticTree
Goal: Reduce energy usage in data center 

networks
Approach: 

1. Reroute traffic

2. Shut off links and switches to reduce power

X
X X

X X
Network OS

DC
Manager

“Pick paths”

[Brandon Heller, NSDI 2010]



Software Defined
Network (SDN)







Network Function
Virtualization (NFV)




