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Addressing: routing to another LAN

+ A creates IP datagram with IP source A, destination B
+ A creates link-layer frame with R's MAC address as dest, frame

contains A-to-B IP datagram

MAC src: 74-29-9C-E8-FF-55
MAC dest: E6-E9-00-17-BB-4B
IP src: 111.111.111.111
IP dest: 222.222.222.222

111.111.111.111

74-29-9C-E8-FF-55

f

222.222.222.220
1A-23-F9-CD-06-9B

111.111.111.112 111.111.111.110
CC-49-DE-D0-AB-7D E6-E9-00-17-BB-4B

Link Layer

222.222.222.222
49-BD-D2-C7-56-2A

222.222.222.221
88-B2-2F-54-1A-0F
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Switch Layer 2
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Interconnecting switches

self-learning switches can be connected together:

/ _..-"'-.,_."-.. S4

REETE Y aﬂ‘#'

Q: sending from Ato G - how does S, know to
forward frame destined to G via S, and S;?

= A: self learning! (works exactly the same as In
single-switch case!)

Link Layer and LANs  6-6



Switches vs. routers

application
both are store-and-forward: fransport
| datagram | hetwork
= routers: network-layer ™ frame ok
devices (examine hysical
network-layer headers)

= switches: link-layer
devices (examine link-
layer headers)

both have forwarding
tables:

= routers: compute tables
using routing algorithms,
IP addresses

= switches: learn forwarding
table using flooding,
learning, MAC addresses
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Data center networks

10’s to 100’s of thousands of hosts, often closely coupled, in close proximity:
e-business (e.g. Amazon)

content-servers (e.g., YouTube, Akamai, Apple, Microsoft)
search engines, data mining (e.g., Google)

» challenges:

= multiple applications, each
serving massive numbers
of clients

= managing/balancing load,
avoiding processing,
networking, data
bottlenecks
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Data center networks

load balancer: application-layer

routing
= receives external client requests
= directs workload within data center

interne = returns results to external client (hiding
ta center internals from client)
—~—~ Border router
Load =~ Load
balancer Access router balancer
B Tier-1 switches
A C Tier-2 switches

TOR switches

Server racks

Link Layer and LANs  6-9



Data center networks

= rich interconnection among switches, racks:

* increased throughput between racks (multiple routing
paths possible)

* increased reliability via redundancy

Tier-1 switches
S~

Tier-2 switches

TOR switches

Server racks

Link Layer and LANs 6-10
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— -NBMS Traffic
User data
= =eMBMS Control SGi

= = ¢MBMS Signaling

cMBMS
components

LTE: Long Term Evolution

P-GW: Packet Data Network Gateway MBMS-GW: Multimedia Broadcast Multicast Services Gateway
S-GW: Serving Gateway MCE: Mulucell/Multicast Coordination Entity
MME: Mobility Management Entity eNB: evolved Node B

BM-SC: Broadcast Multicast Service Center UE: User Equipment






Um exemplo no IC
IoT Virtualizada



Um exemplo local

Wireless/Optical
convergence solution

FUTEBOL

Federated Union of Telecommunications Research
Facilities for an EU-Brazil Open Laboratory

To develop and deploy research
infrastructure, and an associated control
framework for experimentation, in Europe and
Brazil, that enables experimental research at
the convergence point between optical and
wireless networks

FUTEBOL has received funding from the European Union's Horizon
2020 for and

under grant agreement no. 688941 (FUTEBOL), as well from the
Brazilian Ministry of Science, Technology and Innovation (MCTI)

through RNP and CTIC. www.ict-futebol.eu




rchitectural View of Futebol
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Use cases and experiments

-
PR

UC1: The impact of broadband wireless
on optical backhauling

+ Licensed Shared Access for extended LTE
capacity with shared optical backhauling and end-

to-end QoE Sensor |
UC2: The design of SDN infrastructure for ] Humidity
wireless-optical integration . gy
* Heterogeneous wireless-optical network B ) ENVIRONMENT MONITORING
manag%ment with SDN and virtualization S RO tear T N>

* Real-time remote control of robots over a wireless- RS &

optical SDN infrastructure ) /»('.'9 - -, ‘aEe =
UC3: The interplay between wireless and /@By g oy Mefed—.  comume
optical networks for loT = 08D AN "

«  Adaptive cloud/fog computing for loT, according to = o e ( e ©) \.& )
network capacity and service latency R e " Robe Remote User
requirements eyl \\(Sonwmmul /

» Radio-over-fiber for loT environment monitoring REALTIME REMGTE CONIROTOF ROBOTS OVERAN

SDN-ENABLED INFRASTRUCTURE



Radio over Fiber for loT Environment Monitoring

UNICAMP and UFRGS



DEMO Setup

Geographical distribution
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Institute of
Computing

Building2
Institute of
Computing
®
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DEMO Setup

Specific experimental setup for extended-coverage architecture
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Virtualizacao



Virtualization

"Virtualization means to create a virtual version of a device or
resource, such as a server, storage device, network or even an
operaqu system where the framework divides the resource
into one or more execution environments. Devices,

applications and human users are able to interact with the
virtual resource as if it were a real single logical resource.”

http://www.webopedia.com/TERM/V/virtualization.html



http://www.webopedia.com/TERM/V/virtual.html
http://www.webopedia.com/TERM/D/device.html
http://www.webopedia.com/TERM/S/server.html
http://www.webopedia.com/TERM/S/storage_device.html
http://www.webopedia.com/TERM/N/network.html
http://www.webopedia.com/TERM/O/operating_system.html
http://www.webopedia.com/TERM/E/execute.html
http://www.webopedia.com/TERM/L/logical.html

Virtualization - Features

* Sharing of resources

 Tsolation

Switch A
em ID: 000000000010

* Agregation

Switch C
System ID: 000000000012



Virtualization - advantages

* Fast deployment

» Scalability

* Load consolidation
* Flexibility

* Mobility

*Green



Agenda:

IBM Mainframe Technology Evolution
Over 40 Years of Relentless Innovation and Refinement
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Virtualized Data Center (VDC)

Virtualized
Infrastructure

Virtualize Compute

Classic Data Center (CDC)




Virtual Machine Hardware

USB controller
and USB devices

Floppy controller
and floppy drives

IDE controllers

V9

Graphic card

RAM \

Mouse

VM chipset with one Network adapters
or more CPUs SCSI controllers (NIC and HBA)

Copyright EMC Corporation



Virtual Machines x Containers

ero |
Bins/Libs

o

App 1 App 2 App 3

Docker Engine

Host Operating System

Operating System

Infrastructure Infrastructure

OE O




Network Virtualization

Nelson L. S. da Fonseca
TEEE ComSoc Summer Scool
Trento, July 9th, 2015



etwork Virtualization
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Servidor

Processos
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Networking

Traditional Networking
The end-station and bridge

Higher Layers

EEE
802
Higher
Layers
SW MAC Client
hw ()
MAC

—
S

(Bridge Protocol)

—
—

MAC Relay

http://www.docstoc.com/docs/88675018/Edge-Virtual-Bridging

EEE ®
802 Modern Networking
The end-station and bridge
Vlrtua_l Vntua_l Routing Protocols, Storage Protocols,
Machine Machine Availability Protocols, IDS/IPS, etc
Higher Higher Access Control Lists
Layers Layers . - -
MAC Client MAC Client Traffic Monitoring
Port Mirroring
""" Higher T PAE Higher Layers MVRP
Ii?:(l:s LLDP (Bridge Prulucvul) SPB/MSTP
SW Relay O
hw MAC Client | _ I H LE-- -
Y MAC Relay
MAC MAC MAC
----- = e
1 1
/L /




Telco Cycle

Idea !!

Telco Operators

Demand

Equipment
Vendors

Standardise
Implement

Critical mass of
supporters

5D0s

—)

2-6 years

AVAILABLE

Deploy

=
/

2-6 Years

Service Providers Cycle

Idea !l
% AVAILABLE
Develop Deploy Publish
Service Providers
2-6 Months

(
-

Source: Adapted from D. Lopez Telefonica 1+D, NFV



Multitenancy

Multitenancy is the fundamental technology that clouds use
to share IT resources cost-efficiently and securely. Just like
in an apartment building in which many tenants cost-
efficiently share the common infrastructure of the building
but have walls and doors that give them privacy from other
tenants - a cloud uses multitenancy technology to share IT
resources securely among multiple applications and tenants
(businesses, organizations) that use the cloud.

http://s3.amazonaws.com/dfc-wiki/en/images/8/8b/Forcedotcom-multitenant-architecture-wp-2012-12.pdf



Network Virtualization techniques

e

NIC SR-I0V, MR-I0OV

Switch VEB, VEPA, VSS, VBE, DVS, FEX

L2 Link VLAN

L2 network using L2 VLAN

L2 network using L3 NVO3, VXLAN, NVGRE, STT, TRILL, LISP
Router VRF, VRRP

L3 network using L3 MPLS, GRE, IPSec



NIC Virtualization



SR-IOV

« Single Root IOV

» SR-IOV is a specification that allows a PCIe device to appear to
be multiple separate physical PCIe devices.

» With SR-IOV, a card that's SR-IOV-capable has the intelligence
to manage the virtual connections so the hypervisor doesn't have
to, which means you get a few cycles back in your CPU for other
things because it's now offloaded to the card.



Hypervisor

Kernel
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Hardware




Link Virtualization



Link Aggregation Control Protocol

Switch 1 Switch 2

port1.1.1
@ port1.1.2
port1.1.3

« TEEE 802.3ad

* Link Aggregation Control Protocol (LACP) provides a method

to control the bundling of several physical ports together to
form a single logical channel. LACP allows a network device
to negotiate an automatic bundling of links by sending LACP
packets to the peer (directly connected device that also
implements LACP)


http://en.wikipedia.org/wiki/Computer_port_(hardware)

Network Virtualization using Generic
Routing Encapsulation (NVGRE)

- um M| | Virtual Network
TNI 1 V V 10.10.2.X
Virtual Network |
TNI 2 VM .VM 10.10.1.X
Virtual Network
TNI'3 10.10.0.X

0.10.U.0

(Subnet = 192.168.3.X ) |Subnet = 192.168.4.X
- w

< T

B2 =7

| Subnet = 192.169.1.X
F

Physical L3 Network

T
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Switch Virtualization



vSwitch

* Allows multiple virtual machine to be connected to a physical
NIC.

 The vVNICs of VMs are connected to a vSwitch

 Hypervisor creates multiplex vNICs, pNIC is controlled by
the Hypervisor



Open vSwitch (/In 3

ooooooooooooooooooooooooooooooooooooooo

ooooooooooooooo

* "Open vSwitch is a production quality, multilayer virtual
switch licensed under the open source Apache 2.0

license. It is designed to enable massive network
automation through programmatic extension, while still
supporting standard management interfaces and protocols
(e.g. NetFlow, sFlow, IPFIX, RSPAN, CLI, LACP,
802.1ag). In addition, it is designed to support distribution

across mul’riPIe physical servers.”
http://openvswitch.org



http://www.apache.org/licenses/LICENSE-2.0.html

Virtual Ethernet Bridge (VEB)

« TEEE 802.1Qbg-2012 standard for vSwitch
* Emulates 802.1 bridges,

o

* switch internally
* Either in hypervisor or NIC
* Works with all bridges

* Limited bridge visibility
Virhral Bbharmet Bridge
* No changes, legacy solution [VEB)



Servidor Servidor
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VM Lifecycle

VM Lifecycle Management i A
B o = Source
Develop M [ VM FSE B <.
Virt Platf g oeploymenty T |
irt Platform 7 Configuration:, ™. &
\ixport e g build
Package, ) OVF Package| > [ OVF Package |
Distribute Open ey 1 .
1 (o]
— Virtualization\%A ‘p//
Format VM | VM
Deploy |3 (OVF) Scope Virt Platform
SVPC VM VM
~—Management ]
Profiles Scope A M
Virtualization
D MT F .3 Management Ma;age'ment
Client -f:.“"

Virtualization Admin

Retire

H. Shah, “Management Standards for Edge Virtual Bridging (EVB) and Network Port Profiles,” Nov 2010,
http://www.ieee802.org/1/files/public/docs2011/bg-shah-dmtf-evbportprofile-overview-0311.pdf



Network Port Profile

 Set of atributes that can be applied to one or more virtual machine

. <xs:schema xmins:ppns="http://schemas.dmtf org/svpc/portprofile/1”
PO” PI'O{I IG xmins:xs="http:/www.w3.0rg/2001/XMLSchema”

xmins:cim="http://schemas.dmtf org/wbem/wscim/1/common”
D B SC h ema xmins xml="http:/iwww w3 org/XML/1998/namespace”

xmins:rasd="http://schemas.dmtf org/wbem/wscim/1/cim-schema/2/CIM_ResourceAllocationSettingData"

xmins epasd="http://schemas dmtf org/wbem/wscim/1/cim-schema/2/CIM_FthemetPortAllocationSettingData”
xmins-ns1="http://schemas.dmtf.org/svpc/portporfile/1"

targetNamespace="http://schemas.dmif org/svpc/portporfile/1" elementFormDefault="qualified" attributeFormDefault="qualified">

- Query available port profile typas
I‘ .
\ A VM . | o rofle
=T Manager ! Database
<xs.import namespace="http://www.w3.org/XML/1998/namespace” schemal ocation="http://www.w3.org/2001/xml.xsd"/>

System Admin T DB Client
e | ,—f <xs.import namespace="http://schemas.dmtf.org/wbem/wscim/1/common”
‘ schemal ocation="http://schemas.dmtf org/wbem/wscim/1/common.xsd"/=
nte ace DB-‘O-SWlfCh <xs.import namespace="http://schemas.dmtf.org/iwbem/wscim/1/cim-schema/2/CIM_ResourceAllocationSettingData”
swirch Ldg schemal ocation="http://schemas dmtf org/wbem/wscim/1/cim-schemar2 22 0/CIM_ResourceAllocationSettingData xsd"/>
Intertace
v

<xsiimport namespace="http://schemas dmtf org/wbem/wscim/1/cim-schema/2/CIM_EthernetPortAllocationSettingData”
schemal ocation="http-//schemas_dmitf org/'wbem/wscim/1/cim-schema/2 27 0/CIM_FthernetPortAllocationSettingData xsd"/>

6-.___-_——_....-

€._.->._-

<xs:annotation>
<xs:documentation=Root element of Port Profile </xs:documentation=
</xs:annotation>
<xs.complexType=>
<X5'sequence>
<xs-element name="ltem" type="epasd:CIM_EthernetPortAllocationSettingData_Type" minOccurs="0" maxOccurs="unbounded"/>
<xs:any namespace="##other" processContents="lax" minOccurs="0" maxOccurs="unbounded"/>
<(xs:sequence=
</xs:complexType=
<[xs.element>

vPort Discovery & s schema
: A Overall EVB Discovery

VM

VM

vSwitch

VM

jlcallcal e

VM

H. Shah, “Management Standards for Edge Virtual Bridging (EVB) and Network Port Profiles,” Nov 2010,
http://www.ieee802.org/1/files/public/docs2011/bg-shah-dmtf-evbportprofile-overview-0311.pdf



Recent Netwok
Virtualization Techniques



OpenFlow

C 'Open Flow



OpenFlow Switching

Controller
OpenFlow Switch specification :
oP ‘000\ e® .
?(8 O e
s® S
Secure s’

Channel

The Stanford Clean Slate Program http://cleanslate.stanford.edu
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Google WAN




ElasticTree

Goal: Reduce energy usage in data center
networks

Approach:
1. Reroute traffic
2. Shut of f links and switches to reduce power

:@ @ “Pick paths” %
//\ -
e — Network OS
i) x Q) Q]
)
'} 0)

= ‘

wl
— | — |

?

-

[Brandon Heller, NSDI 2010]



Software Defined
Network (SDN)



Software Defined Networking

In the Software Defined Networking architecture, the
control and data planes are decoupled, network
intelligence and state are logically centralized, and the
underlying network infrastructure is abstracted from
the applications.

Software-Defined Networking:
The New Norm for Networks
ONF White Paper

April 13,2012



Trend

“Mainframe”

Network Industry

- o

Computer Industry

L

NOX
(Network OS)




Network Function
Virtualization (NFV)



Independent Software Vendors

Classical Network Appliance Approach ,,‘,';;,::E:_e] |.¥;,’.'.‘.‘:'¢e A;';',::;'(e’ 'A;g,;g;'“
- S virtual Foﬁ.,tu,w viewal B2
q I:_ppllance Appliance j ‘ Appliance r
- El 55 o G
Message Session Border

Orchestrated,
automatic &
remote install.

Router Controller Acceleratlon

Carrier Tester/QoE )y oo
Grade NAT monitor Standard High Volume Servers

Standard High Volume Storage

SGSN/GGSN PE Router BRAS Radio Access m g’

| Network Nodes Standard High Volume
. Fragmented non-commodity hardware. Ethernet Switches

- Physical install per appliance per site.

- Hardware development large barrier to entry for new : ; :
vendors, constraining innovation & competition. Network Virtualisation Approach

Source: NFV




