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An Incentive Mechanism for Peer-to-Peer Networks with Live
Streaming

Daniel A. G. Manzato Nelson L. S. da Fonséeca

Abstract

Although peer-to-peer networks are more scalable thamtefierver ones, they face ef-
ficiency challenges. One of them is the selfish behavior ofcmperative peers. Another
challenge is the short time peers stay connected to thensystieich causes disruptions of the
delivery of time-constrained content. This paper intragkian incentive mechanism to address
both problems in peer-to-peer networks with live streaming

1 Introduction

Peer-to-peer networks have been considered for the deloferideo streaming, either replacing
or complementing the client-server architecture. In nekwavith live streaming, the content is
delivered synchronously among peers, typically by usindtinoast distribution trees, whereas in
networks with on demand streaming the content is delivesgdchronously [1, 2]. In the latter, it
is possible that different peers serve different segmdriteecsame streaming for a given request.

However, the behavior of non-cooperative peers, who c@bpdess than consume, is a true
challenge to the effectiveness of video delivery servicBsevious research on peer-to-peer file
sharing pointed out that at most 30% altruistic peers séwertajority of all requests [3], which is
considered not sufficient for the delivery of real-time @orit[4].

Moreover, peers staying connected to the system for shioddsecan cause disruptions of video
delivery. Several peers can be affected by the disconmeofian outgoing peer as a consequence
of his/her position in the multicast trees. Hence, pegrder networks with live streaming call for
incentive mechanisms to stimulate peers to cooperate agasviel stay connected longer.

In this paper, we propose a novel incentive mechanism farjoegeer networks with live media
streaming in order to increase cooperation among peerslbasie enlarge their session durations.
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The aim is to increase scalability and the stream quality els as to decrease the number of dis-
ruptions. In line with that, the following questions are wesed along the paper: (1) what is the
percentage of cooperative peers necessary to provide eptabte quality of service? (2) how much
should peers cooperate to have a scalable system? (3) istitywio increase session durations to
reduce disruptions in multicast trees?

The remaining of this paper is organized as follows. In ®ecf, the CoopNet system, used as
an example of peer-to-peer networks with live streamindegcribed. In Section 3, a new incentive
mechanism is introduced. In Section 4, simulation expemnisiare described and in Section 5 the
mechanism is evaluated. Related work is presented in $eg@md some conclusions are drawn in
Section 7.

2 The CoopNet System

CoopNet [5] is a peer-to-peer network with live media stremntonceived to ameliorate the scal-
ability constraint of the client-server architecture. Th@opNet system supports peer heterogene-
ity and takes into consideration network congestion [6]. alssenhancement to the original de-
sign, which employed multiple descriptions coding (MDQyédred multiple description coding
(LMDC) [7] was introduced for adapting the stream qualitydiierent network scenarios. Peers
with bandwidth constraint receive only the descriptiondhaf base layers, while peers with less
stringent constraints receive in addition the descriggtiohother layers.

CoopNet employs multiple distribution trees. Each peediitted as an interior node in just
one tree and as a leaf node in the remaining 1 trees. In this way, path diversity is increased and,
consequently, the system becomes more fault toleranth&unbre, in case a peer is a leaf node in
all trees, his/her outgoing bandwidth cannot be utilizedctmperation.

Peers may receive and forward a different number of degmnigt Their incoming (consump-
tion) bandwidth is determined by the number of distributioees in which they are admitted,
whereas their outgoing (cooperation) bandwidth is deteechiby the number of own children ad-
mitted in the tree on which the peers are interior nodes. Tifleeh the number of descriptions
received, the lower the distortion of the reconstructedaligs [5, 7].

To cope with congestion, a bandwidth adaptation protocd agopted [6]. In this protocol,
parent and child nodes act together to infer the locatioronfestion.

3 A Novel Incentive Mechanism

It is our best knowledge that no incentive mechanism has pegosed to CoopNet. According
to [8], barter trade is the most suitable incentive pattemsiynchronous delivery such as the one
in peer-to-peer networks with live streaming, since peetgperate while connected to the system.
Under this pattern, peers trade their outgoing bandwidtrdier to receive a given incoming band-
width, which represents a desired stream quality. The requiutgoing bandwidth for a given in-
coming bandwidth can vary according to the cooperation@pmpared to other incentive patterns,
barter trade has desirable characteristics such as antynpenisistence, scalability and localization.
The mechanism proposed in this paper involves the bartée pattern as a primary incentive
mechanism to increase cooperation. By increasing thedwtalable bandwidth, enhanced stream
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quality is obtained, since the distribution trees can adngiteater number of nodes.

In order to motivate peers to stay connected for long perieiauneration should be offered to
them. Barter trade already offers a stream quality propoati to the peer’s cooperation. One possi-
ble choice for remuneration could be to decrease the coopetaxes imposed by the barter trade
pattern for those peers who stay connected longer. Nomsthethis approach produces resource
deficit. To compensate such deficit, the cooperation taxgsders who have been connected for a
short period of time should be increased.

For the enlargement of the connection period, a reputatienhanism was adopted as a sec-
ondary incentive mechanism. This mechanism modifies thperation taxes of the barter trade
pattern according to the session durations. Peers’ répuogadre proportional to the duration they
stay connected and their cooperation taxes are inversepopional to their reputations. The aim
of this secondary incentive is to decrease tree disruptignmotivating peers to stay connected
longer.

Let R; be the reputation of thé’* peer andR, the reputation of the video servers, which are
always connected to the system, thOs< R; < R, = 1. Let Bp; be the outgoing bandwidth
of the i** peer for cooperation3;; the incoming bandwidth of the* peer used to receive the
stream with the desired quality; adtiR; the cooperation ratio of th&” peer, which represents the
cooperation tax considered by the barter trade patternr@lagonship between the consumed and
the cooperated bandwidths can be expressed as:

Bo; = CR;.By; 1)

By using the primary incentive mechanism, this relatiopskienforced to all peers, i.e., no
peer can consume more bandwidth than the bandwidth grantedcspeer needs to cooperate more
than the necessary, which is determined by the desiredsigeality. To implement the secondary
incentive mechanism, the cooperation ratio of each peardhvary according to their reputation.

For recently connected peeiB; = 0 andCR; reaches its maximum value, since for a given
incoming bandwidth the cooperation tax for these peersegehiits maximum value. As the con-
nection periods of these peers increase but stay shorteatbertain time threshold; andC R; are
determined proportionally to session durations. When eotion periods are longer than such time
period,R; = Rs; = 1, C R; reaches its minimum value and both parameters do not vameamyfor
these peers, since the cooperation taxes for a given ingobaindwidth reaches the lowest possible
value. These peers are then considered “steady coopératmt$pay” the least for their desired
consumption.

Let RT be the required time for a peer to become a steady cooperatothe time period in
which R; andC' R; still varies for that peer. Such parameter was introducettiaopeers with long
session durations do not excessively diminish the reutsitof recently admitted peers. Without
the employment of this parameter, the proportion of peeth wooperation ratios greater than 1
and the proportion of peers with cooperation ratios less theecome unevenly balanced, causing
either excess or lack of bandwidth in the system. By usingpirameterRT", such unbalancing is
avoided, since clients with session durations longer thethreshold (steady cooperators) are not
considered anymore for the determination of other peepslitetion.

While the connection period of th&" peer is shorter tha®T, the R; value is determined
proportionally to the connection period of the oldest peethe system who has not yet become a
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steady cooperator. Leét be the connection period of such peer anthe connection period of the
i*" peer. The reputation of thé" peer is calculated as:

Ri =t;/(t« + 1) 2

Note thatR; is equal toR, only aftert; > RT. Let LBcr andU Beg be the lower and upper
bounds of the cooperation ratios used by the system, regglgct The cooperation ratio of the
i*" peer is computed as:

CR; =UBcg — Ri(UBcr — LBcR) (3

The new incentive mechanism is composed by the primary azmhdary incentive schemes
described before. Figure 1 presents the algorithm for balgmB;; and Bp;, based upoit’' R;, and
Figure 2 presents the algorithm to determine the valueR;pt”R;, ¢; andt,. The values of the
parameterd Bor, UBogr andRT' need to be determined so that the new incentive mechanism can
operate properly, which will be discussed in Section 4.

\ Computation ofB;; and Bo; \

DetermineBy;, Bo;)
Begin
While the:*" peer is connected,
Use Boi(= CR;.By;) of his/her outgoing
bandwidth for descriptions forwarding;
If the i peer offersBp; < C'R;.By;,
Then
Decrease the quality of their incoming
stream toB; = Boi/CR;;

End.

Figure 1: Computation aBj; and Bp; values (primary incentive).

A novel bandwidth adaptation protocol was defined so thatiribentive mechanism can be
integrated to the CoopNet architecture. It operates agvist|

e It drops incoming traffic when either there is congestionhia incoming linkor Bp; <

e It drops outgoing traffic when either there is congestionhie butgoing linkor Bo; >
CR;.Bp;;

e It adds incoming traffic whenever no congestion exists initto®ming link for a certain
period of timeand Bp; > C'R;.By;;

e It adds outgoing traffic whenever no congestion exists irotitgoing link for a certain period
of timeand Bp; < CR;.By;.
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\ Computation ofR;, CR;, t; andt,
DetermineR;, CR;, t;, t)
Begin
If the i peer has just connected, then
R; 0
CR; + UBcr;
t; < 0;
Update(.);
If the i peer is already connected, then
If t;, > RT, then
R; — Rg;
CR; « LBcr;
Updateg.);
Else
R; — tl'/(t* + 1),
CR; «+ UBcr — Ri(UBcr — LBcr);
If the i peer has disconnected, then
Update(..);

End.

Figure 2: Computation oR;, C'R;, t; andt, values (secondary incentive).

The i*" peer can choose either the desired stream quality or hislitgoing bandwidth available
for cooperation.

The algorithms presented in Figures 1 and 2 are executeotiieaily at the server for determin-
ing for each peer the solution of the inequalities descriiefdre. As the server is already involved
in all traffic dropping and adding for the bandwidth adajtatprotocol, the implementation the
algorithm is quite simple.

4  Simulation Experiments

A simulator for peer-to-peer networks with live streamingswdeveloped. It is our best knowledge
that none of the existent simulators implement synchrahizentent distribution in peer-to-peer
networks. The architecture with multiple distributiondseand LMDC, described in [5, 6], was
implemented. The deterministic tree construction albaritin [5, 6] was implemented as well as
the new bandwidth adaptation protocol described in Se@&ionhe total bandwidth of the stream,
the number of distribution trees and the link congestiorbahility were, respectively, 128 Kbps,
16 andP = 0.1 [5, 6].

A non-stationary process consisting of sequences of piése-stationary Poisson arrival pro-
cesses, each lasting for 15 minutes [9], with rate varyirgréen 5 and 20 arrivals per minute [10]
was used to model the arrival of new peers. For modeling flemhds, a Poisson arrival process
with a fixed arrival rate of 80 arrivals per second [5] was evyged.
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Session duration follows a lognormal distribution withgraetersy = 5.74 ando = 2.01 [9].
The same distribution was employed for the extra time peaysc®nnected due to the employment
of the secondary incentive mechanism.

To simulate an heterogeneous environment, connectiosedasith their own incoming and
outgoing bandwidth were created, defined according to thgssts of Brazilian Internet access
providers [11]; they are: Dial-up, ADSL 150 Kbps, ADSL 350 i) ADSL 600 Kbps, ADSL 1
Mbps, HFC 150 Kbps, HFC 300 Kbps, HFC 600 Kbps and HFC 1200 Kbyal-up peers never
stay connected longer.

The following metrics were collected in the simulations:

e Sream quality: the mean number of descriptions received by the peersglthgr session
durations;

Admission capacity: the mean number of peers the system can admit in all ditisibtrees;

Blocking probability: the probability that a new peer is not admitted in any distibn tree;

Mean tree disruption rate: the mean number of tree disruptions per second experidngced
the peers during their session durations.

Setting the Values ofLBcr, UBcr and RT

The lower (LB¢r) and the upperl{ Bor) bounds for the cooperation ratio as well as the threshold
for the duration of a peer to be considered a steady coope(RfB) are values which demand
knowledge of an operating network. Procedures for dyndipisatting these values should be
derived if the proposed mechanism is adopted in an operatihgork. By now, these values are
determined via simulation for the network scenarios carsid.

The values ofL Bcogr, UBcgr and RT should yield to the maximum stream quality. The maxi-
mum quality is achieved for a cooperation ratio equal to Isides that, any combination &fBqr
andU B¢r values giving an arithmetic mean 1 produces high qualiteoéption. FinallyRT val-
ues which balance the proportion of peers with cooperatitiog greater than 1 and the proportion
of peers with cooperation ratios less than 1 also produde duglity of reception. This optimum
value of the cooperation ratio is quite intuitive since itdmees the supply and the demand of
bandwidth. With ratios less than 1, the supply for cooperai@ndwidth is less than the respective
demand, which means that peers consume more than they atmpkr this case, the system does
not have enough resources to serve all requests and, hezers, gre admitted in less trees than
their incoming bandwidths would allow, lowering the strequoality. With ratios greater than 1, the
supply is higher than the demand. However, in spite of thegxecesources in the system, peers
most of the time do not receive the number of descriptionciwvtiieir incoming bandwidth would
allow because they do not have enough outgoing bandwidthsalg the requested cooperation
tax, i.e., the system charges peers more than the necesgaryns of cooperation.

In order to evaluate the new incentive mechanism, two seenarere created24h and5mFC.

In the former, the system is under normal traffic (withoutHlasowd) for twenty four hours. In the
latter, the system is under intense flash crowd load for fiveutes.
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5 Evaluation of the Mechanism

In this section, the benefits of both primary and secondargritive mechanisms are investigated.
A comparative analysis of the system with (1) no incentivemaaism, (2) only the primary incen-
tive and (3) both the primary and the secondary incentives seaducted. These three scenarios
correspond, respectively, to the first, second and thirdggdn Table 1. In the first group, the num-
ber of cooperative peers was varied, from 0% (only the seaderits) to 100% (complete altruism
environment). In the second group, 100% of the peers cotipatae to the employment of barter
trade, and the cooperation ratio was varied, from 0.3 (c@teé bandwidth equal to 30% consumed
bandwidth) to 2 (cooperated bandwidth equal to 200% condumaedwidth). In the third group,
clients’ cooperation ratios are different amongst them ealdulated according to the parameters
LBcgr, UBcr andRT, set as it was described in the previous sectiBfi. values are provided in
seconds.

First Group Third Group

e | Inc. | Coop.| e | Inc. | LBor | UBcr | RT (s)
1 | None| 0% 15| Rep.| 0.5 1.5 16415
2 | None| 10% || 16 | Rep.| 0.6 1.4 14070
3 | None| 25% | 17 | Rep.| 0.7 1.3 11725
4 | None| 30% | 18| Rep.| 0.8 1.2 9380
5 | None| 50% | 19| Rep.| 0.9 1.1 7035
6 | None| 75% | 20 | Rep.| 0.95 1.05 4690
7 | None| 100% | 21 | Rep. 1 1 2345
Second Group 22 | Rep. 1 1.05 2345

e \ Inc. \ CR | 23| Rep. 1 1.1 2345
B.T. 0.3 24 | Rep. 1 1.2 2345

9 | B.T. 0.5 25 | Rep. 1 1.3 2345
10| B.T. | 0.75 | 26 | Rep. 1 1.4 2345
11| B.T. 1 27 | Rep. 1 1.5 2345

12| B.T. | 1.25
13| B.T. 15
14| B.T. 2

Table 1: Parameter variation in the scenaflds and5mFC.

5.1 Efficiency of the Primary Incentive Mechanism

The horizontal axes in all graphics presented in this pagentify the experiments in Table 1.
Figures 3 and 4 show the stream quality for the experimentheoscenario4h and 5mFC, re-

spectively. It can be noticed, in the first group of experitagimo incentive, from 1 to 7), that
the percentage of cooperative peers suggested in thduiterg80%) is not sufficient to provide a
satisfactory quality of reception. It provides only 6 dgstons out of 16. In order to obtain a
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stream quality at least half of the maximum, it would be nsagsthat 50% of the peers cooperate.
If 100% of the peers cooperate with their full bandwidth, r@ain with quality of 15 descriptions
(experiment 7) would be obtained. When no peer cooperaf@(erent 1), the system degenerate
to a client-server architecture, with a stream quality efgtdy 2 descriptions.

Stream Quiality

16

14

12

10

N

Mean # of descriptions received

N
N
\

22 2‘3 2‘4 2‘5 2‘6 2‘7
Experiment number

Figure 3: Stream quality for each experiment of the scerizdin
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Figure 4: Stream quality for each experiment of the scerfarieC.
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It can be seen, in the second group of experiments (only laeee, from 8 to 14), that the
cooperation ratio value which maximizes the stream quaity, confirming previous discussion.
Besides that, the stream quality obtained by using only timegsy incentive with cooperation ratio
1 (experiment 11) is about 11 for the scen&4t and almost 14 for the scenaBmFC. This means
an improvement in quality of almost the double for the scien24h and more than the double for
the scenaricdmFC, compared to the case with 30% of the peers cooperating witinecentive
mechanism (experiment 4).

It can be noticed, in the third group of experiments (withutegion, from 15 to 27), that the
larger is the variation of the cooperation ratio, the lowsethe stream quality obtained by peers,
which results from the overhead of the new incentive medmaniThe quality difference between
the case with the largest difference between the boundeexgnt 15) and the case with no vari-
ation (experiment 21) is 4 descriptions. Even for a smallatan of 0.05 (experiments 20 and
22), the stream quality drops 2 descriptions. Thereforewtitth between the lower and the upper
bounds impacts 2 to 4 descriptions on the stream quality.

Figures 5 and 6 display the blocking probability for the so@ys 24h and5mFC, respectively.
The main observation is that all peers are admitted in therskand in the third groups (experiments
from 8to 27), differently from what happens in the first grgapperiments from 1 to 7). Taking into
account that the arrival rate was high in the scenami-C (flash crowd), the absence of blocking
in these two groups is a clear evidence that the new incentisehanism increases the system
scalability. In the first group, there is no blocking only iretexperiments in which more than 50%
of the peers cooperate (experiments 6 and 7); situationslthaot correspond to the collaboration
pattern in current peer-to-peer systems [3]. When blockiocurs, in the first group (experiments
from 1 to 5), the blocking probability is 10 times greater lre tscenaridbmFC than it is in the
scenariaz4h.

Blocking Probability
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Figure 5: Blocking probability for each experiment of thesario24h.
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Blocking Probability
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Figure 6: Blocking probability for each experiment of thesarioSmFC.

When comparing experiment 4 (30% of the peers cooperatitiy Mi0% outgoing bandwidth)
with experiment 8 (100% of the peers cooperating with 30%nmiag bandwidth), it can be noticed
that although the stream quality in experiment 8 is lowenttige one in experiment 4, a higher
number of peers is accepted in experiment 8. This finding éiformance with the observation
that low cooperation ratios (30%) make unfeasible most ef{@peer systems, specially the ones
with time-sensitive content distribution [4].

Figures 7 and 8 show the system admission capacity for thesgos24h and5mFC, respec-
tively. Analyzing experiments 15 to 21, in which the arithimenean of the lower and the upper
bounds is 1, resources were used efficiently. In these ewpats, not only is the stream quality
good (Figures 3 and 4), but also there were available resstocadmit peers in both scenarizth
and5mFC.

5.2 Efficiency of the Secondary Incentive Mechanism

Figures 9 and 10 show the tree disruption rates for the siosr2h and5mFC, respectively. Under
normal traffic (scenari@4h), there is no significant improvement in the tree disruptiaies when
peers stay connected longer. Under flash crowds, a consideealuction in the tree disruption rates
can be noticed when session duration is long (experiments 2%). By comparing experiments
11 and 21, there is a 45% difference in the tree disruptioesrainstead of 0.78 (1 disruption at
each 1.28 seconds), there is 0.43 (1 disruption at each 2c@hds) disruptions. Besides that, by
comparing the results obtained in experiment 21 to thatrakperiments in the third group (with
reputation, from 15 to 27), the tree disruption rates areoatrthe same regardless the lower and the
upper bounds adopted.

To clarify whether results obtained in the scen&ind-C could be biased by the short simulation
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Admission Capacity
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Figure 7: Admission capacity for each experiment of the ader24h.
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Figure 8: Admission capacity for each experiment of the aderbsmFC.

period, the arrival rate was kept constant and the simulatioration varied. The stream quality,
system admission capacity and blocking probability wergghty the same as the ones observed
in the scenaridmFC. Specially, the decrease of the tree disruption rates ves abund 45%,
showing that the tree disruption rates decreased only bBeazfltan increase in the arrival rate.
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Mean Tree Disruption Rate
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Figure 9: Mean tree disruption rate for each experiment@ktenari®4h.
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Figure 10: Mean tree disruption rate for each experiment@stenari®dmFC.

6 Related Work

In [12], an approach similar to ours was proposed. It takesuatdge of the excess bandwidth to
allow peers with restricted bandwidth to receive higherligjuéevels than the ones determined by
their cooperation bandwidth. In the present work the exbasslwidth is used to allow peers who
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have stayed longer connected to cooperate less than thasbavk stayed during shorter periods,
thus motivating longer session durations.

In [13], a reputation scheme is used for peers to remembeofders who refused to cooperate
in the past, offering a chance to retaliate the offendersiénftiture. The work in [4] considers
a reputation scheme based on percentile for the provigjooirdifferentiated service. Moreover,
Bittorrent [14], which is one of the most popular peer-t@ipéle sharing applications, uses the
barter trade incentive pattern to stimulate cooperation.

7 Conclusion

In this paper, we proposed a new incentive mechanism fortpegeer networks with live streaming,
aiming at increasing scalability and the stream quality afi &s to decrease the number of tree
disruptions. The three questions posed in the Introduetiemow answered. Results indicate that a
percentage of 30% of cooperative peers is not sufficientdvige even half of the “ideal quality”.
Besides that, blocking probability values show that sonmerpare not admitted even without flash
crowd. Results indicate that a percentage of 50% coopgrpgers provide acceptable quality.

By using the primary incentive mechanism, all peers stacotuperate and, as a consequence,
the stream quality is increased. Comparing to system witimc@ntive mechanism, the number of
received descriptions is almost the double, for scenaritisowt flash crowd, and it is more than
the double, for scenarios with flash crowd. The primary itigermechanism is essential to make it
feasible the use of peer-to-peer networks for video on dersarvices. Moreover, peers should be
charged exactly the same amount of bandwidth they consuimehwalances the supply and the
demand of resources in the system (cooperation ratios emaal

The secondary incentive mechanism diminishes the streafityqun 2 to 4 descriptions out of
16. The utilization of the mechanism decreases the numhsgetlisruptions only in scenarios with
flash crowd. In such cases, the number of disruptions destdas45%, compared to the scenarios
with only the primary incentive mechanism. Results poirdgatithat it is worthy to increase session
durations only when the arrival rates are reasonably highatthe benefits compensate the cost of
the mechanism. Besides that, the secondary incentive misohaould be used to increase revenue
from advertises.
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